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3.1 Introduction

Secure software development, e. g., following processes similar to Microsoft’s
Security Development Lifecycle (SDL) [18], is considered to be an important
part of developing secure software. On the one hand, such processes require a
significant effort and, on the other hand, generate (potentially) a large amount
of data—both on the process level (e. g., process descriptions and regulations)
where reported, as well as on the technical level (e. g., results of static code anal-
ysis tools).

The large effort put into secure software development immediately raises the
question, if this investment is effective and if the effort can be invested more ef-
fectively. While, at the first sight, it looks like the generated data provides the
basis for an answer, this is, in our experience, not the case: data often does not
exist in the necessary quality and quantity. This can be caused by processes be-
ing constantly improved (changed), sometimes in an undocumented way, while
recording data. Moreover, the large variety of security-related challenges can also
work against statistical methods: if one is interested in analysing a specific vul-
nerability or development approach, the actual data set for this specific part of
the overall picture might be rather small. Thus, the successful application of data
science methods for improving the software security or for making software se-
curity processes more efficient required careful planning to record the right data
in the necessary quality.

In this chapter, we report on our own experiences [8, 2] in empirical secure
software research at, SAP SE, the largest European software vendor. Based on
this, we derive an actionable recommendations for building the foundations of an
expressive data science for software security: we focus on using data analytics
for improving the secure software development. Data analytics is the science of
examining raw data with the purpose of drawing conclusions about that informa-
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tion using machine learning methods or statistical learning methods. Data ana-
Iytical techniques have been successfully used in both the cyber-security domain
as well as the software engineering domain. For example, Jackobe and Rudis
showed how to learn virus propagation and characteristics of data breaches form
public data [20]. Data analytical methods are also commonly used to investigate
software engineering challenges such as effort prediction [10]. Thus, applying
these techniques to the intersection of both areas o help practitioners to develop
more secure software with less effort, seems promising.

The rest of the chapter is structured as follows: in Sec. 3.2 we introduce the
secure software development life-cycle used at SAP and two case studies that we
worked on in collaboration with the central security team of SAP: they motivated
our software security analytical process (Sec. 3.3). Afterwards, we introduce the
most important learning methods (Sec. 3.4) and techniques for evaluating the
performance of the generated models (Sec. 3.5)—both with a strict focus on their
application in the software security field. We finish the chapter with few generic
lessons that we learned and recommend for data scientist in the software security
field (Sec. 3.6) and conclude the chapter (Sec. 3.7).

3.2 Secure Software Development

The case studies we report on in this chapter were done together with the product
security team of SAP SE. The processes for secure software development at SAP
need to support a wide range of application types (ranging from small mobile
apps to large scale enterprise resource planning solutions). These applications
are developed using a wide range of software development styles (ranging from
traditional waterfall, to agile development to DevOps with continuous delivery).
Serving such a diverse software development community is already a very chal-
lenging problem, still it gets even more complex as the cultural differences within
a globally distributed organization need to be taken into account as well. To allow
the flexibility required to meet the different demands, SAP follows a two-staged
security expert model:

1. a central security team defines the security global processes, such as the
SAP Secure Development Lifecycle (S?DL) or the guidance for consum-
ing FOSS, provides security training programs, risk identification meth-
ods, offers security testing tools, or defines and implements the security
response process;

2. local security experts in each development area or team are supporting the
developers, architects, and product owners in implementing the S?’DL and
its supporting processes.

This two-staged models allows a high degree of flexibility and adaptability on
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Figure 3.1: Overview of the SAP Secure Development Lifecycle (S*DL).

the local level while ensuring that all products meet the level of security (and
quality) SAP customers expect.

To ensure a secure software development, SAP follows the SAP Security
Development Lifecycle (S?DL) (which is inspired by Microsft’s Security Devel-
opment Lifecylce [18]). Fig. 3.1 shows the main steps in the S2DL, which is split
into four phases: preparation, development, transition, and utilization.

B Preparation: This phase comprises all activities that take place before the
actual development starts. These activities can be independent of the actual
product being developed (e. g., general security awareness trainings) or
product specific (e. g., risk identification for a specific product).

The results of a thorough data analytics and modeling of the following
steps of the S?’DL contribute significantly to the success of the preparation
phase: for example, it helps to identify training needs as well as gaps in
the risk analysis.

B Development: This phase comprise the steps from planing a new product
(or product version) to the actual development. In particular, it covers

B the Planning of Security Measures which describes the mitigation of
the previously identified security risks,

B the Secure Development using defensive implementation strategies,

m the Security Testing that ensures that the planned security measures
(including the defensive implementation strategies) are implemented
and are effective in preventing security threats.

This phase generated a large amount of data (see, e. g., the datasets used
in [3]) that is important for further analysis as well as profits a lot in ef-
fectivity and efficiency from a software-security specific data analytical
approach. In particular the security testing activities are expensive and re-
quire a close monitoring to be successful. We will discuss this in our case
studies (see Sec. 3.2.1 and Sec. 3.2.2) in more details.

B Transition: The Security Validation team is an independent control that
acts like the first customer and executes a security analysis and security
test of the final products.
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m Utilization: The Security Response team handles the communication with
customers and external security researchers about reported vulnerabilities
as well as ensures that the development and maintenance teams fix the
reported issues (including down-ports to all supported releases as required
by the support agreements).

As the development phase, this phase generated a lot of data that is impor-
tant for further analysis as well as profits a lot in effectively and efficiency
from a software-security specific data analytical approach, e.g., to im-
prove the response and fix times for security vulnerabilities. Thus, it is not
surprising that our case studies (see Sec. 3.2.1 and Sec. 3.2.2) also address
this phase.

The S?DL is only one example of a security development lifecycle and that
the challenges and lessons learned in this paper are not specific to this particular
security development process. We believe that, for example, they are similarly
applicable to Microsoft’s SDL [18].

In the following, we briefly introduce our two case studies with SAP, which
both focus on improving the development and utilization phases of the S?DL .

3.2.1 Fixing Vulnerabilities and Static Analysis Efforts

We worked, in the first case study [2, 3], together with the central security team of
SAP to identify the factors that impact the time for fixing issues! (either reported
by in-house security testing activities [1, 6] or reported by external security re-
searchers.

Analyzing and fixing security issues is a costly undertaking that impacts a
software’s time to market and increases its overall development and maintenance
cost. But by how much? and what are the most influential factors? To answer
these questions directly, one would need to trace all the effort of the different
actions that the developers undertake to address a security issue: initial triage,
communication, implementation, verification, porting, deployment and valida-
tion of a fix. Unfortunately, such a direct accountability of the individual efforts
associated with these action items is impossible to achieve, last but not least due
to legal constraints that forbid any monitoring of the workforce. One must there-
fore opt for indirect means to relate quantitative, measurable data, such as the
vulnerability type, the channel through which it was reported, or the component
in which it resides, to soft human factors that correlate with the time it takes to fix
the related vulnerabilities. We described the work that we performed to identify
these factors and the results that we obtained in [2, 3].

Experts check each reported issue and confirm that either it is indeed a vulnerability or it cannot be
exploited.
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3.2.2 Secure Consumption of Third Party Components

Our second case study [8] is also a collaboration with the central security team
at SAP: in this project, we focused on the impact of vulnerabilities in consumed
third-party code in general and Free/Libre and Open Source Software (FLOSS)
in particular.

As the security of a software offering, independently of the delivery model
(e.g., cloud software or on premise delivery), depends on all components, a se-
cure software supply chain is of utmost importance. While this is true for both
proprietary and as well as FOSS components that are consumed, FLOSS com-
ponents impose particular challenges as well as provide unique opportunities.
For example, while FOSS licenses contain usually a very strong “no warranty”
clause (and no service-level agreement), they allow users to modify the source
code and, thus, to fix issues without depending on an (external) software vendor.

Thus, it is important to determine the furure security risk (and, thus, the asso-
ciated effort) of a third-party already when deciding to use a component. Thus,
we worked with the central security team of SAP on validating if static analysis
(which was already used successfully at SAP [1, 6]) can be used for assessing
FLOSS components. Our research showed that this, while being the original mo-
tivation, is not the most urgent question to answer [8]—allowing project teams
to plan the future security maintenance effort is much more important. Thus, we
concentrated our collaboration in developing effort models and predictors for the
security maintenance effort. In case of SAP, where software is used over a very
long time (i. e., decades) it is very common that old FLOSS version are used that
are not necessarily supported by the community: in this scenario it becomes very
important to be able to estimate the required maintenance effort that is either
caused by down-porting fixes to the actual consumed version or by upgrading
the consumed version.

3.3 Software Security Analytical Process

Extracting knowledge from data using data analytical techniques requires
(1) identifying the research goal, (2) collecting data, (3) preparing the data,
(4) exploring the data, (5) developing analytical models, and (6) analyzing the
developed models. Fig. 3.2 depicts this generic data analytics process, which is
quite similar to the one used by Bener et al. [4]. The process is iterative. For
example, the project partners may decide, after analysing developed models, to
extend the datasets.> We describe in the following the process activities.

2 A decision to change the research goal implies starting a new project, as the scope changes.
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Figure 3.2: The software security analytical process.

3.3.1 Identify the Research Goal

Secure software engineering involves software, people, tools, and processes.
Each of these aspects has a complex structure. For example, people involved
in secure software engineering include developers, managers, security experts,
operation administrators, and incident response engineers, all should collaborate
even though their locations and cultures may be diverse. Decisions needs often to
be made regarding aspects of secure software engineering, such as resources allo-
cation. These decisions either use knowledge or make assumptions about specific
phenomenon. The knowledge could be acquired by testing theoretical models us-
ing empirical research methods such as data analytics.

Testing theoretical models using data analytical techniques requires express-
ing the problem to be investigated as a question, which may be divided into
sub-questions. The question could be of common interest or specific to a given
organization. Questions of common interest are often raised by scholars curi-
ous about specific aspects related to software security. Questions of interest to a
given organization are often raised by the organization and need to consider the
organization context.

Research questions formulated early in the projects are often vague, impre-
cise, and cannot be answered/evaluated. Workshops and discussions among the
interested parties including the researchers allow to nail down them to precise
ones that could be assessed [4]. For example, in our fixing effort project (recall
Sec. 3.2.1), the initial goal was: estimate the budget required to fix security is-
sues in a new project. The questions is vague; it does not indicate, for example,
whether we need to consider time spent to design generic solutions to vulner-
abilities types or not. The project participants, including the researchers, had a
workshop to discuss the goal and nail it down to questions that could be assessed



76 M Data Analytics for Software Security: Foundations and Experience

using data. We agreed that the practical goal would be: predict the time to fix
security issues.

Similarly, in our secure consumption project (recall Sec. 3.2.2) we started
with the initial goal to validate if static application security testing is an effec-
tive means for ensuring the security of third party components. After several
iterations with the product teams, we ended up with the goal of developing ef-
fort models that help product teams to actually plan for fixing vulnerabilities in
consumed components (respectively, for the effort of upgrading products to later
version of a consumed component). Thus, the final research goal was to validate
different effort models.

A good question should be precise enough to be formulated mathematically
as follows: let y be the response variable, x; are the set of independent variables (i
is the index of the variables), and their relationships could be formulated as: y =
f(x1,x2,...,x,) where f represents the systematic information that the variables
x; provide about y [21]. The goal is then to find data that measure x; and y and to
apply data analytics to identify the function f and measure its performance. For
instance, the question we identified for the generic question described above is:
what is relationship between the time to fix security issues and the characteristics
of security issues.

3.3.2 Collect Data

The main challenge in data analytics is the availability of data. Often, the re-
searcher needs to collect artifacts (e. g., source code and documents) that could
be used to derive data that can be used to test theoretical models. The sources of
the artifacts and datasets could be private and public. Public artifacts could be,
for example, a repository of the comments on code changes related to a set of
open source software. Such artifacts could be changed to derive data related to
fixing security issues in open source software [5]. Public datasets could be repos-
itories such as the Promise data repository [31] or the Common Vulnerabilities
and Exposures (CVE) database.® Public data sources played, e. g., an important
role in our secure consumption project (Sec. 3.2.2). Private datasets could be,
for example, the database of the security code analysis tool, such as Coverity*
or Fortify> of a given organization. These datasets played an important role in
our fixing effort project (Sec. 3.2.1). Nevertheless, used datasets must represent
the population of the study goal. For example, programs developed by students
cannot be used to derive results about characteristics of vulnerable software.
Useful datasets need to contribute to addressing the research goal. This im-
plies that the attributes of the datasets need to be in accordance with the inde-
pendent and dependent variables of the theoretical models. The researcher needs

Shttps://cve.mitre.org/
“http://www.coverity.com/
Shttp://www.fortify.com/
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to understand the attributes of the data and the used codification schema that
may be used by some attributes, e. g., codification of vulnerabilities types. This
should include, for example, the semantic of the data, the scale of the data, the
relationships between the data attributes, and the process of collecting the data
(including the dates of process changes if possible). For instance, the names of
data attributes are often misleading and need clear definitions. For example, the
attribute “open date” in dataset fixing security issues may imply the date when
the code analysis tool reported the issue or the date when the developers started
working on the issue.® The data attribute definitions impact the interpretations
of the results obtained from the data analytical techniques. In addition, the re-
searcher needs to understand the implication of missing data. They need to deter-
mine whether they should replace missing data with default values or computed
values, or to exclude the rows that have missing data.

Data collection is iterative. At the beginning, the researcher may start with an
initial dataset that has a limited set of attributes. Such dataset may be provided
by the entity that has interest in the research results or was identified by the re-
searcher. First, the researcher may derive new variables from the data attributes.
For instance, they may compute development life-cycle duration by computing
the difference between start of a release and end of a release. This was on of the
approaches that we took in our fixing effort project (Sec. 3.2.1), see [2] for de-
tails. Second, the dataset may be extended with variables that are commonly used
for the given research problem. For example, data related to code size, cohesion,
and coherence should be collected and used for research concerning predicting
whether a software is vulnerable or not as they are commonly used [7].

The researcher may use the initial data to develop initial models that address
the research goal. They should present and discuss the initial models they derive
from the data with the stakeholders interested in or familiar with the research
questions. The findings may spark discussions of usability of the derived models
or ways to improve them. Such discussions may lead to ideas to integrate other
existing datasets—not discussed before—or collect new data that allow to get
better insights. For example, in our fixing effort project (Sec. 3.2.1), the main
factor that impact the issue fix time is the projects where the issues are found [2].
The team realized that they have a dataset that describes a subset of the projects—
i.e., not all projects have records in the dataset. The dataset was used to develop
extended models using the subset of the records of the main dataset related to the
projects described in the secondary dataset.

This uncertainty in the time frames could be more complicated if issues could be reopened to address
inefficacy of implemented solution: Is the open date the date of first discovery or the date of discovery of
the inefficacy of the solution?
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3.3.3 Prepare the Data

Collected data are, often, not suited as-is to address the research goal. They may
include records that are not related to the research goal and thus should be ex-
cluded from the datasets. For example, in our fixing effort project (Sec. 3.2.1),
the initial datasets that we received in our study on issue fix time include records
of security issues that are still open (not fixed yet). The records were excluded
because they do not have issue fix time [2]. In addition, the datasets may include
invalid data. Recognizing invalid data requires understanding the semantics of
the data attributes. For example, the values “?”” and “&novuln” are not valid vul-
nerability types. Though, sometimes datasets may include valid values that are
poorly-expressed, which should be retained. The researcher should plot the data
to analyse the distribution of the values, which allows to identify such problems.

Moreover, not all data is structured. In our secure consumption project
(Sec. 3.2.2), CVEs play an important role. In a CVE, a lot of important infor-
mation is part of the semi-structured or even unstructured part of an CVE entry.
Thus, the data preparation phase required a manual translation of unstructured
data into a structured form that can be analyzed automatically [8].

Data analytics is performed to validate theoretical models, which relate inde-
pendent variables to dependent variables. The variables of the theoretical models
may not have equivalent in the datasets. In this case, new variables maybe derived
(e. g., computed) from data attributes of the dataset. For example, the variable is-
sue fix time could be derived from the issue closing date and issue discovery
date such as in [2]. In other cases, the datasets contain attributes, where the val-
ues could not be used as-is to address the investigated research problem; derived
values are very useful though. For example, comments on code-changes are too
detailed and cannot be used by statistical methods; thus, useful information may
be derived from these comments and be used to address the research problem [5].
In other cases the data attributes contain detailed information that need to be ab-
stracted to be useful for analytics. For example, in our fixing effort project, we
had to group the 511 vulnerability types in vulnerability categories and to group
the 2300 components into component families. Then, we used the derived data
in the prediction models [2].

Collected datasets have often data attributes where their values are frequently
missing. Missing values impact the results of the statistical algorithms because
those algorithms may incorrectly assume default values for the missing ones. The
researcher should visualize the missing values in their datasets. Fig. 3.3 shows the
missing values of one of the datasets we worked with in our fixing effort project
(recall Sec. 3.2.1 and [2]). Statistical algorithms have strategies to address them,
such as ignore the related record, replace with default values, or extrapolate the
values, using e. g., average. The researcher should investigate the causes of the
missing values and have a strategy for addressing them.

Data attributes sometimes contain row values collected using diverse meth-
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Figure 3.3: Plot that visualizes missing data.

ods and tools. The researcher has two options: (1) consider the diversity when
interpreting the results of the data analytics or (2) transform the values such that
they become uniform, e. g., use the same measurement metric or have the same
format. For example, the Common Vulnerability Scoring System (CVSS) 7 score
attribute shall include numeric values computed using only one version of the
metric and be within a specific range. In addition, data values are descriptive and
may not capture processes changes (e. g., issue fixing process). The researcher
may not be able to address such problems, but they should report them in the
validity of the analytics’ results.

3.3.4 Explore the Data

Data describe a phenomenon at a given abstraction level. Deriving statistical
models and knowledge from data requires understating the patterns and hidden
facts that they embed. In our fixing effort project (recall Sec. 3.2.1), we initially
anonymized the vulnerability types [2]. We realized when discussing the use of
the data that the anonymization algorithms included bugs—e. g., processing spe-
cial characters. Thus, we were making wrong statements from the data and it was
difficult to detect that.

"https://www.first.org/cvss
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There are three main techniques to explore the data and identify patterns,
which are data visualization, correlation analysis, and hypothesis testing. Data
visualization concerns the use of plots (box plots, line charts, and basic charts)
to visualize the distributional characteristics of the data, such as frequencies and
variability. The plots can visualize the basic descriptive statistics, such as the
min, max, mean, and variance for numeric data attributes and levels for factors
data attributes. They can also visualize the basic relationships and patterns in
the data. In addition, they could be used to detect outliers, i.e., data values that
are outside the expected range. For example, we developed in the fixing effort
project a plot relating the issue fix time to vulnerability type, shown in Fig. 3.4.
The figure shows that vulnerability type impacts moderately the issue fix time.

Correlation analysis concerns using statistics to identify the relationships
between variables represented by data attributes. The two commonly used ap-
proaches to measure correlation are Pearson’s correlation coefficient and Spear-
man’s rank correlation coefficient [47]. The Pearson’s correlation coefficient
measures the linear relationship between two variables. The coefficient values
range between 1 and —1. In software engineering, a coefficient whose absolute
value is above £0.75 implies a strong relationship and a coefficient whose ab-
solute value is less than +0.3 implies the correlation is weak. Spearman’s rank
correlation coefficient measures the relationship between the ranks of the data
values of the variables. The coefficient values range also between 1 and —1 [47].
The information is critical as it shows the dependencies between the variables,
which allows to choose the (independent) variables to use in the predictive mod-
els. For example, the correlation between issue fix time and CVSS score was
found to be weak, it has a score of —0.051 [2].

The data visualization and correlation analysis may show the researcher pat-
terns, such as distribution of values of specific variables or the equality of two
samples. The researcher may use hypothesis testing techniques, such as t-test or
Mann-Whitney U-test to check such hypothesis.

3.3.5 Apply Data Analytics

Recall that a data analytics problem should be formulated as: y = f(x1,x2,...,X,)
where y is the dependent variable (also called response variable), x; are the set of
independent variables (also called features and predictors) where i is the variable
index, and f represents the systematic information that the variables x; provide
about y. The goal of this step is to learn (i. e., infer) the dependency relationship
between the variables x; and variable y, which is represented by function f, from
the datasets using a machine learning algorithm.

The researcher needs first to identify the nature of the function that they need
to identify; that is, whether f is a regression, classification, or forecasting func-
tion. Then, they may select one of the standard data analytical methods, such as
the ones described in Sec. 3.4. The researcher may apply initially the commonly
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used analytical methods and explore the possibilities of improving the results
through, e. g., using other analytical methods or customizing the used algorithms.
The commonly used methods are linear regression for regression problems and
support vector machine for classification problems.

The analytical algorithms derive/infer analytical models from given datasets,
where the values for both the response variable and the dependent variables are
given. An analytical algorithm produces a function that computes the response
variable from the dependent variables such that the applied metric (e.g., R? for
the linear regression method) for the deviation of the computed response values
from the real response values is minimized. The developed analytical models are
expected to be applied on unknown datasets and thus need to be validated. The
simple validation technique, called one round validation, splits the given dataset
into a training set and test set. The commonly used ratios of training set to test
set are: 3 to 1 and 4 to 1. The analytical model is inferred from the training
set and then applied on the test set to compute expected response values. The
performance of developed models is measured as the deviation of the expected
response values computed using the validation/test data from the related real
response values. Sec. 3.5 discusses the commonly used performance metrics.

Validation could be done using a more complicated technique: a k-fold cross-
validation. The method requires partitioning the dataset randomly into k equal
sized shares. The cross-validation process iterates k times—10 is commonly used
for k. In each iteration, k — 1 shares are used to train the model and the remaining
one share is retained for validating the trained model—each of the k shares is
used only once as the validation data. The k results of the k iterations can then be
averaged to produce a single estimation.

3.3.6 Analyze the Data Analytics Results

Developed analytical models have performance (aka goodness-of-fit). The re-
searcher needs to compare the performance of the generated models to the per-
formance of models developed in similar topics. They need to discuss the perfor-
mance of their models with the project stakeholders to evaluate the trust on the
results and the possibilities to improve them. For instance, the performance met-
ric PRED(25) (see Eq. 3.10 in Sec. 3.5 for its formal definition) that we obtained
in a study that we performed on issue fix time estimation was about 35% [2]
which is below a PRED(30) of 51 reports by Kultur [27] for project effort esti-
mation in commercial products. Nevertheless, a ratio of 35% (or even 51%) does
not encourage companies to use the models (and the techniques) for business
purposes.

Analytical models are usually developed to address specific research ques-
tions. The results of the secure software analytical projects should be discussed
with the stakeholders to interpret them and get their semantics, that is, what do
the results mean in practice. The stakeholders may get new insights while dis-
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cussing the results. For example, when discussing the initial results of the issue
fix time project [2], the participants asked about the coefficients of the indepen-
dent variables used in the linear regression model. The coefficients indicate the
contributions of the independent variables to the issue fix time. The analysis of
the coefficients showed that the factors components, projects, and development
teams have high impact on the issue fix time. The stakeholders have observed the
impact of identified factors but did not have evidence, as the one presented, to
justify using the information to take decisions. Thus, the discussion allowed to
identify new uses of the results.

Analytical models are often developed iteratively. Sharing the results with
the stakeholders and discussing them may allow to identify the weaknesses in
the work, which could be related to the data or to the used analytical methods.
Analysis of the causes of these weaknesses should reveal ways to improve the
results. For example, we found when developing a model predicting the issue
fix time, as stated above, that the components, projects, and development teams
are the main factors that impact the issue fix time [2]. The results encouraged
investigating the aspects of these specific factors. The stakeholders provided new
datasets related to these factors, which we used to extend the used datasets. The
analytical models developed from the extended datasets had sometimes better
performance than the basic ones. This activity allowed to identify the aspects
that made the factors highly contribute to the issue fix time.

Analysis of the results of the data analytical projects often sparks ideas for
new directions in the research. For example, we observed in our fixing effort
project (Sec. 3.2.1) that the results are not stable because extending the datasets
with newly collected data changes the models (e. g., the coefficients of linear
models change). We plotted the tendency of the average issue fix time by month
and we observed that the metric is not constant; it has a changing tendency over
time. The change is explained by frequent changes to the issue fixing process and
by the use of push-sprints. This analysis suggests that a prediction model of issue
fix time that consider time evolution should have better performance that the
basic prediction model. The observed sequence of publications on vulnerability
prediction models [35, 46, 42, 37] is also a result of reflection and analysis of the
obtained results.

3.4 Learning Methods Used in Software Security

Many research questions® are related to software security study dependencies
between all variables of interest using correlation analysis. However, often the
need is to predict or forecast response variables (the variables of interest) and not

8For example, “How software security metrics obtained from a software component are relevant with
the time it takes to compromise the component?” [17].
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just to explain them. In these cases learning algorithms of the response variables
are used.

Response variables are either quantitative or qualitative. Quantitative vari-
ables take numerical values and qualitative variables take values from a finite
unordered set. For example, The variable number of days is quantitative while
the variable vulnerability type is qualitative. We refer to prediction problems that
have quantitative response variables as regression problems and problems that
have qualitative response variables as classification problems [22]. When the in-
dependent variable is time, the prediction problems is considered as a special
case and is called time series forecasting [19].

This section gives an overview of set of regression, classification, and fore-
casting learning methods commonly used in software security.’ Each of the
method is based on the optimization of a specific metric for measuring errors and
may require satisfying specific assumptions. Tab 3.1 summarizes these methods
and gives examples of studies that applied each of them.

Table 3.1: Selected set of machine learning methods.

Response  Learn. Type Algorithm Example

variable

Categorical Classification Logistic regression [41,42,7]
Bayes [45, 28, 37, 7]
Support vector machine (SVM)  [34, 45, 28, 37]
Decision-tree classification [45, 37, 7]

Continuous Regression Linear regression [35, 2, 8, 50]
Tree-based regression [11,2,12]
Neural-networks regression [2]

Continuous Forecasting ~ Exponential smoothing [36]

Autoreg. integrated moving avg. [36, 23]

3.4.1 Classification Methods

Classifying observations is assigning the observations to categories (aka classes)
based on prediction of the values of the response variable [22]. There are sev-
eral methods that could be used for classification. We give in the following an
overview of some of the commonly used methods.

9Readers interested in machine learning methods and techniques may consult for example [15, 22].
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Naive Bayes. This classifier is a probabilistic classifiersbased on the Bayes the-
orem:
P(B|A)-P(A
pap) = DBIA) - P(A) G.1)
P(B)

where P(A) and P(B) are the probabilities of observing the event A and B inde-
pendently; P(A|B) (respectively P(B|A)) is the conditional probability of observ-
ing event A (respectively B) given that B (respectively A) is true. Naive Bayes
classifiers are particularly successful when applied to text classification prob-
lems, including spam detection.

Logistic regression. This method, called also linear classifier, models the prob-
ability that the values of the response variable belong to a given category. This
probability is modeled using the logistic function [22]. The method is commonly
used, for example, to classify the factors that indicate vulnerable code.

Decision-tree classification. The method is based on segmenting the training
observations into a set of partitions using a set of rules expressed based on the
independent variables. Each of the partitions is assigned a response value, which
is the value that is the most commonly occurring in the partition. The splitting
algorithms use metrics that are based on the proportions of observations that
are classified in the wrong partitions [22]. Bagging, random forest, and boosting
methods extend the decision tree prediction methods by building a set of deci-
sions trees from the training datasets such that together they predict better the
response variables.

Support vector machines. The logistic regression and decision-tree classifica-
tion methods assume a linear decision boundaries on the features, that is, the
boundaries between two classes is linear. These methods do not work well for
the case of non-linear class boundaries. The SVM idea is to enlarge the features
space using specific ways (called kernels [22]) and map the points from the orig-
inal features space to the enlarged features space. The SVM algorithm learns a
hyperplane that can separate the classes in the enlarged features space.

3.4.2 Regression Methods

Regression methods predict quantitative response variables. The most used one
is the linear regression method [22]. We give in the following an overview of
three of the commonly regression used methods in software security.

Linear regression. This method assumes that the regression function is linear to
the input [15]. The method allows for an easy interpretation of the dependencies
between input and output variables, as well as predictions of potential future
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values of the output variables. Most modern regression methods can be perceived
as modifications of the linear regression method, being relatively simple [22] and
transparent as opposed to its successors. Moreover, understanding and successful
usage of such methods as neural networks is nearly impossible without good
grasp of the linear regression method [48].

Tree-based regression. This method recursively partitions the observations
(i.e., the data records of the object being analyzed) for each of the prediction
factors (aka features) such that it reduces the value of a metric that measures
the prediction error, e. g., the Residual Sum of Squares of the partitions [22, 30].
Each partition is assigned a response value, which is the mean of the response
values of that partition [22].

Neural-networks regression. This method represents functions that are non-
linear in the prediction variables. It uses a multi-layer network that relates the
input to the output through intermediate nodes. The output of each intermediate
node is the sum of weighted input of the nodes of the previous layer. The data
input is the first layer [43].

3.4.3 Graph Mining

Graph mining methods try to identify graph patterns in complicated structures.
In the security domain, they are, for example, popular to analyze social net-
works [33] or computer programs [49].

Particularly important are techniques for identifying frequent subgraphs, i.e.,
reoccurring sub-patterns within a large graph as well as techniques for identify-
ing constrained subgraphs, i.e., sub-patterns that fulfill a specified constraints.
A good overview of the various techniques and their implementation is given in
[13, Chapter 9].

3.4.4 Forecasting Methods

A time series is a set of numbers that measures a fact over time. Their analysis
accounts for the fact that the data points may have an internal structure (such as
autocorrelation, trend or seasonal variation) that should be accounted for [24].

Time series data are useful to forecast phenomenon that change over time.
The aim of forecasting time series data is to estimate how the sequence of obser-
vations will continue into the future. The generated forecasting model uses only
information on the variable to be forecasted, and makes no attempt to discover
the factors that affect its behavior [19]. We describe in the following the two main
forecasting methods: the exponential smoothing method and the Autoregressive
Integrated Moving Average (ARIMA) method.
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Exponential smoothing. This method uses weighted average of past observa-
tions, with the weights decaying exponentially as the observations get older [19],
that is, recent observations are given relatively more weight than the older ob-
servations. The commonly used method, the Holt-Winters, uses three smoothing
parameters [36]:

1. Level - the relative magnitude of the fact,
2. trend - the gradual upward or downward long term movement, and

3. seasonality - short-term variation at the regular intervals.

Autoregressive Integrated Moving Average (ARIMA). The ARIMA'? method
aims to describe the autocorrelations in the data. Unlike the exponential smooth-
ing method, which aims to model time series data that have trend and seasonality,
ARIMA models stationary time series data [19]. The ARIMA method uses the
following three parameters:

1. the number of Autoregressive (AR) terms - the number of preceding (in
time) data points),

2. the differencing - the type of adjustment to make the data stationary, e. g.,
remove trend or seasonality, and

3. the number of Moving Average (MA) terms - the number of preceding
prediction errors.

3.5 Evaluation of Models Performance

The measures of evaluating the performance of analytical models (aka accuracy
of models) are different from categorical and continuous response-variables. We
discuss in the following the metrics commonly used for both response-variable
categories.

3.5.1 Performance Metrics: Categorical-Response-Variables

This subsection provides the common metrics used to evaluate the performance
of analytical models when the response variable is categorical. All the perfor-
mance measures can be calculated from the confusion matrix. The confusion
matrix, as seen in Tab 3.2, provides four basic metrics, which are: true positives
(TP), false positives (FN), true negatives (TN), and false negatives (FN). The
description of the metrics follow.

10This method is also called Box-Jenkins method.
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Table 3.2: Confusion matrix for two-class outcome variables.

Predicted
Positive Negative
True TP FN
Actual False FP ™

Accuracy. This metric measures the fraction of correctly classified cases [32]. A
perfect prediction model has accuracy 1. The formula for computing the metric
is:

_ TP+ TN
" TP+TN+FN+FP

ACC (3.2

This metric should be interpreted carefully, as it could be misleading [32].

Hit rate (aka Recall). This metric measures the success rate to predict correctly
positive cases. A perfect prediction model has Recall of 1. The formula for the
metric is:

P

REC = ——
TP+ FN

(3.3)

Precision. This metric measures the rate of success to predict positive cases. A
perfect prediction model has Precision of 1. The formula for the metric is:

TP

PREC = ——
TP+ FP

(3.4)

False alarm rate. This metric measures the rate of incorrect prediction of posi-
tive cases. A perfect prediction model has false alarm rate of 0. The formula for
the metric is:

FP

FPR= ———
TP+ FP

3.5)

F-measure. This metric measures the weighted harmonic mean of recall and
precision. The formula for the metric is:

PREC-REC

il (3.6)
PREC + REC

F-measure =2

Receiver Operating Characteristics (ROC) Curve. The ROC Curve [32] plots
the hit rate on the y axis against the false alarm rate on the x axis. A good clas-
sification model has a high hit rate and a low false alarm rate, which would be
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visualized with an ROC curve closer to the upper left corner. The Curve allows
to compare generated prediction models. In addition, it allows to compare pre-
diction models to the random prediction model—i.e., where the hit rate is equal to
the false alarm rate [9].

3.5.2 Performance Metrics: Continuous Response-Variables

Several metrics have been developed to compare the performance of the pre-
diction and forecast models. These metrics indicate how well the models pre-
dict/forecast accurate responses for future inputs. We describe in the following 4
metrics that are commonly used in software security.

Coefficient of determination (R*). This metric “summarizes” how well the gen-
erated regression model fits the data. It computes the proportion of the variation
of the response variable as estimated using the generated regression compared
to the variation of the response variable computed using the null model, i. e., the
mean of the values [19]. A value such as 0.5 indicates that about half of the vari-
ation in the data can be predicted or explained using the model [19]. A value 1 of
this metric indicates that the model perfectly fits the data and value O indicates
that the model does not explain the data. The following equation formulates the
metric.

i (xl 7321')2

RP=1-20 (3.7)
Y (x, _f)2
i=0

where 7 is the number of observations, x; is the actual value for observation i, £;
is the estimated value for observation i, and X is the mean of x; values.

The Linear Regression method focuses on minimizing R”. The metric is used
to evaluate the performance of linear regression models. Thus, it may not be
a good metric to evaluate non-linear models [44] since they do not attempt to
optimize it too.

Mean Magnitude of relative Error (MMRE). This metric measures the mean of
the errors ratio between the predicted/forecasted values and their corresponding
actual values [25, 26]. The following equation formulates the metric.

o
Xi
MMRE =0 (3.8)
n

where 7 is the number of observations, x; is the actual value for observation i, X;
is the estimated value for observation i.
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Akaike’s Information Criterion. This metric estimates the information loss
when approximating reality. The following equation formulates the metric [19].

n

PR A. 2
AIC:n-10g<Z (x’nx’)>+2-(k+2) (3.9)

k=0

where 7 is the number of observations, x; is the actual value for observation i, £;
is the estimated value for observation i, and k is the number of variables.
A smaller AIC value indicates a better model.

PRED. This metric computes the percentage of prediction falling within a
threshold 4 [25, 26]. The following equation formulates the metric

A

e Xi T X
100 & 1 if <h,
PRED(h) = — -} T (3.10)

=0 otherwise.

Here n is the number of observations, x; is the actual value for observation i,
X; is the estimated value for observation i, and % is the threshold, e. g., 25%.
The perfect value for the PRED metric is 100%.

3.6 More Lessons Learned

Our experience shows that one of the biggest challenges of empirical research
applied to software security is the availability and quality of the data that can be
used for hypothesis evaluation. This ground truth data is often incomplete. For
example, when we tried to understand, how the number of published security
vulnerabilities for an open source project is related to its other characteristics, we
understood that for many similar projects there is not enough information about
vulnerabilities (sometimes, it does not even exist). That means, for example, that
a time-series model for predicting the disclosure time of security vulnerabilities
trained on the set of Apache projects may not be adequate for other projects,
because Apache Foundation may be more dedicated to systematic vulnerability
disclosure than other projects.

Therefore, choosing the right source of information is critical. For instance,
Massacci and Nguyen [29] addressed the question of selecting adequate sources
of ground truth data for vulnerability discovery models, showing problems of
various vulnerability data sources, and that the set of features that can be used
for vulnerability prediction is scattered over all of them, discouraging researchers
in relying on a single source of such information.

Another example of data deficiency in empirical security research is the ques-
tion “Is open source software more/less secure than proprietary software?” While
there exist numerous studies on the matter [14, 16, 40, 38, 39], we believe it is
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unlikely that this question will get an exhaustive answer. The reason for that is
that independent security researchers will unlikely get full access to the data that
correspond to the whole population of proprietary software, or (at least) to the
similar extent with open source software.

Working with large data sets can be also very challenging for empirical re-
searchers. However, while tasks such as data exploration/cleaning of analysis
cannot be completely automated, we fully appreciate the value of automation
in repetitive tasks such as data collection, which allows to relocate significant
amounts of time to the actual analysis.

3.7 Conclusion

While applying data analytics for improving software security has already proven
to be useful, it is a very young discipline and we expect much more improve-
ments and success stories. We identified, as a particular challenges that needs to
be addressed, the lack of data of the necessary quality. Thus, we can only repeat
our call for collecting high-quality data in any security engineering project and to
use data analytics to monitor and improve secure software engineering activities.
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